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Abstract. In 1950s, Carnap develops inductive logic to express the degree of confirmation
of some hypothesis relative to some evidence. In 1960s, Somlomonoff invents the universal
induction method to make prediction. In this paper we integrate the two methods to extent
universal induction’s expressive power and to enhance inductive logic’s predictive power. We
introduce Solomonoff prior into inductive logic, and prove the monadic first order logic version
of Solomonoff completeness theorem. Then we make some comparison of the two quite differ-
ent induction methods in the framework of the modified “inductive logic”. As is well known,
Carnap’s A-continuum fails to confirm universal generalizations. However, in the modified “in-
ductive logic”, the proposition “all ravens are black” can be confirmed in any computable world
as long as all ravens are really black in that world. If we want to prove the completeness theorem
by the method of Solomonoff’s universal induction, we have to keep the complete information
of the past history in memory. In the modified “inductive logic”, we can neglect all of the irrel-
evant information to concentrate only on some specific pattern, and prove similar convergence
results. Even without complete record of relevant information of the specific pattern, we can
still build our belief through random sampling.

Background In early 20th century, Keynes tries to assign to inductive generaliza-
tions, according to available evidence, probabilities that should converge to 1 as the
generalizations are supported by more and more independent events.

In 1950s, Carnap develops the antecedent of the modern inductive logic, in which
he tries to use logic to distinguish alternative states of affairs that can be expressed
in a given formal language, then define inductive probabilities for sentences by tak-
ing advantage of symmetry assumptions concerning such states of affairs. ([1]) In a
deductively valid argument, the conclusion is true in every possible world in which
the premises are true; while in a good inductive argument, the conclusion can be false
in some possible world, but the set of worlds in which the premises are true and the
conclusion false should be “small” enough that we can say that the premises confirm
the conclusion in some sense.

In 1960s, inspired by Carnap, Solomonoff formalizes Occam’s Razor by means
of algorithmic information theory, and uses it to construct a universal Bayesian prior
for sequence prediction. ([9]) Rathmanner and Hutter give a philosophical analysis of
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Solomonoff’s universal induction, and claim that “all ravens are black™ can be con-
firmed in the framework of Solomonoft’s universal induction if we interpret “black
ravens” and “non-black ravens” as a sequence of digits. ([8])

Contribution and Structure of the paper We can’t make induction/prediction
without taking causality into consideration. Solomonoff formalizes causality with
computable functions. If we want to extend Solomonoff’s universal induction’s ex-
pressive power and Carnap’s inductive logic’s predictive power, we have to combine
them together.

We introduce Solomonoff prior into inductive logic to take advantage of its pre-
dictive power and extend its expressive power. In the following, we first give a brief
introduction to Carnap’s inductive logic, and then we introduce Solomonoff prior
into inductive logic. After that, We prove the monadic first order logic version of
Solomonoff’s convergence theorem and make some comparison of the two quite dif-
ferent induction methods in the framework of the modified “inductive logic”. As is
well known, Carnap’s A-continuum fails to confirm universal generalizations. How-
ever, in the modified “inductive logic”, “all ravens are black” can be confirmed in
any computable world as long as all ravens are really black in that world. You have to
keep the complete information of the past history in memory to prove the complete-
ness theorem in the method of Solomonoff’s universal induction. In our modified
“inductive logic”, we can neglect all of the irrelevant information to concentrate only
on some specific pattern, and we can still prove similar convergence results. Even
without complete record of relevant information of the specific pattern, we can still
build our belief by random sampling.

1 An Introduction to Carnap’s Inductive Logic

Assume the monadic first order language .Z contains countable constants &
and m monadic predicates # = {Ri, Ro, ..., R,,} with no function symbols nor
equality. The constants 4" name all the individuals in some Universe though there is
no prior assumption that they necessarily name different individuals.

Notation: f|x := {(z,y) € f:ax € X},and f_1(X) :={z: f(z) € X}.

Definition 1 (Probability on Sentences) A probability on sentences is a non-negative
function w: . — |0, 1] such that

P = w(y) =1
Py 1 | e = w1 V h2) = w(th1) + w(ez)

Py w(Tzg()) = lim w <i\:"/1¢(ai)>
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Theorem 1 (Extension Theorem) Suppose w: .“or — [0, 1] over quantifier-free
sentences satisfies Py, P2, then w has an unique extension to w™: . — [0, 1] satis-
fylng Pl, PQ, P3.

m
Let Q; = A\ £Rj for1 < i < 2™ =: r, where £R means one of {R, =R},
=1

J

then 2 = {Q1,---,Q,} is a r-fold classification system of some Universe with
domain %, and every individual in the universe has to satisfy one and only one Q-
predicate that is determined by the state description function h: a; — @p,. The state

n
description of @ = (a1,...,a,) is ©(@) = A Qp,(a;). The set of state descriptions
=1

of @is Hy = {0(@) : h: {1,...,n} = {1,....r}}.

Sometimes we write n; := |h| {1,...n} _,(7)] to denote the number of times that

event (Q; occurs in n trials K Qn;(a;). Carnap takes {n; : 1 < i < r} as the
=1
structure description. ’

Carnap’s aim is to find the right w. Carnap believes that the right w should
satisfy some symmetry principle. For example, it should be invariant under finite
permutations of names.

For any permutation o of N,

w((ar,...,an)) = wW(ag)s---»o(n))) (Ex)

For any permutation 7 of {1,2,...,r},

w (/\ th(ai)> =w (/\ Qr(hﬂ(%‘)) (Ax)
i=1 i=1

Besides the above symmetry principles there is a stronger postulate—sufficientness
postulate, which asserts that there exists a series of functions {f; : 1 < i < r} such
that

n

/\ th (ai)) = fj(njv n) (SP)

=1

w (Q] (an-i-l)

n
Principle (Ex) asserts that w ( A Qn, (ai)> depends only on the vector (ny,; :
i=1
1 <i < m), so that it is independent on the order of observing the individuals, while
n
in the presence of (Ex), principle (Ax) asserts that w ( A Qn, (ai)> depends only on
i=1

{ni:1<i<r}andw(Q;(a1)) =1/rforalll <i<r.

Considering the principle of indifference—all possibilities that can’t be distin-
guished should be assigned equal probability, there are two intuitive ways to assign
prior probability.
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(A). All state descriptions have equal weight.
(B). All structure descriptions have equal weight.

Given n individuals, there are r™ possible state descriptions and (”” 1)

ble structure descriptions.
A 1
m' </\ th(ai)> =
i=1

According to (A),
> ot (A QntenQienn))
mT (Z\l th(al)> T

possi-

and

<Q] an+1

n
It is independent of the history A @4, (a;), which means it violates the principle

i=1
of learning from experience and hence is unacceptable.
According to (B),
N 1
m*(ny,...,n,) = —
( r—1 )

Since each structure description can be seen as (n1 " nr) possible state descriptions,
and according to principle (Ex), every possible state description shares equal portion
of its structure description, so we have

o A\ . :m*(nl,...,m): 1
(QQ’“( ”) () O

N1yeNr r—1 N1y Np

which depends only on structure description.
Carnap defines his favorite “degree of confirmation” as
n
m* (a;)) NQj(a
</\1 Qn,( i) Q]( n+1)) n; + 1

(Qj (o) /\ @nled ) - m* <Z/n\1 th(ai)> e

Carnap’s A-continuum c), is a generalization of ¢*.
Suppose (@1, - - , Q;) are defined so that they have different relative widths ~;
T

such that ) 7; = 1, Carnap’s A-continuum is
i=1

<Q] (an+1)

o njtA . nony A
/\Qh az>— n+ A _n+)\n+n+>\%
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relative to a free parameter 0 < A < oo which indicates the weight given to logi-
cal or language-dependent factors over and above purely empirical factors (observed
frequencies). The parameter A serves as an index of caution in singular inductive
inference.

Carnap’s A-continuum is invariant under the two symmetry principles (Ex) and
(Ax).

The symmetry principles (Ex) and (Ax) says that the temporal order of events is
irrelevant, but in reality, the temporal order is of great significance. Carnap’s degree
of confirmation function is a kind of smoothing method. It approximates frequency
when there are enough data. But the frequency philosophy presupposes an inde-
pendently identical distribution(i.i.d), so it does not work for higher order Markov
Chains. Temporal order can’t be neglected for any “universal” inductive method. If
the temporal order is taken into consideration, the subscript of a should represent the

n
time stamp, and the conjunction A\ @, (a;) indicates the time series of observations
=1

(Qn,(a1),...,Qn,(an)). "

2 Introduction of Solomonoff Prior into Inductive Logic

In 1963, Putnam takes Carnap’s inductive logic as a design for a ‘learning ma-
chine’ —a design for a computing machine that can extrapolate certain kinds of em-
pirical regularities from the data with which it is supplied, and the task of inductive
logic is to construct a “‘universal learning machine’. ([6, 7]) If there is such a thing
as a correct definition of ‘degree of confirmation’ that can be fixed once and for all,
then a machine that predicts in accordance with the degree of confirmation would be
a cleverest possible learning machine. Thus any argument against the existence of a
cleverest possible learning machine must show either that Carnap’s program can’t be
completely fulfilled or that the correct c-function must be one that can’t be computed
by a machine. Either there are better and better c-functions, but no ‘best possible’, or
else there is a ‘best possible’ but it is not computable by a machine.

But, Carnap’s c¢-function depends on the language, then what is the correct lan-
guage? What is the correct ‘degree of confirmation’? How much evidence is strong
enough to hold our belief?

By choosing the smallest model class that contains the true environment and the
universal (mixture) prior beliefs of the environments that reflect the simplicity cri-
terion, Solomonoff solves the problem. Carnap’s “degree of confirmation” function
can be made better and better, while Solomonoff’s “degree of confirmation” function
is the best but not computable. ([9])

Solonomoff Prior
We assume the reader is familiar with the basics of Kolmogorov Complexity.
Preliminaries can be found in [5] or [3]. Some basic concepts are given below.
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Notation

0 otherwise

] i {1 if ¢ is true

Definition 2 (Kolmogorov Complexity)
K (aly) = min{|p| - U((p,y)) = =}
K(x):= K(x|e)
K(f) = min{|p| : Vo (U((p,z)) = f(2))}

where U is a universal prefix Turing machine, min () = oo.
For non-string objects o we define K (0) := K ((0)), where (0) € X* is some
standard code for o.

Definition 3 (Monotone Complexity)
Km(z) i=min{|p| : U(p) = w+} (1)
where U is a universal monotone Turing machine.

Let My be the set of enumerable semimeasures.

Every specific state description function / determines an unique state description
— an unique universe, in other word, every universe is generated by some program.
We identify hi., with history /n\ Qn, (a;) and identify p with the universe hj. if
U(p) = h1.00 Without confusioil.1

Generally speaking, our beliefs and hence probabilities are a result of our per-
sonal history. In order to update our beliefs consistently we must first generate the
set of all explanations that may be possible. The actual universe is just one of a
large number of possible universes. Every universe develops in a sequence of pos-
sible states; the probability assigned to each state should be the proportion of the
possible universes in which that state is attained, if we weigh all of the possible uni-
verses equally. Each new observation/measurement eliminates some fraction of the
universes in a given state, depending on how likely or unlikely that state was to actu-
ally produce that observation/measurement; the surviving universes then gain a new
posterior probability distribution, which is related to the prior distribution by Bayes’
formula.

Definition 4 (Universal Probability)

Cn (/\ th(ai)> = > 2k
p:U(

=1 p):hlzn*

where U is a universal monotone Turing machine.
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It can be regarded as the limit of the relative frequency of the consistent possible
worlds over all possible worlds:

cu (/\ Qn, (%)) = 27 PIU(p) = hinx]

i=1

3 onlol [[‘}L\lgw(p»i(ai) = A th(ai)ﬂ

li pilp|<n i=1
T S on
Hpi pl=n & A Qu)(ai)= A th(ai)}‘
~ hm =1 =1
n—00 on

n
It means that ¢, < N Qn, (ai)) is the frequentist probability that the program of
i=1

n
a universal monotone Turing machine U generates A Qp,(a;) when provided with
i=1
uniform random noise (fair coin flips) on the input tape.

|consistent universes|

bability =
provaviity |all possible universes|

Just like Carnap’s (A) and (B), we also turn to the principle of indifference for
help. However, we use the principle of indifference on the level of the causes of the
phenomena rather than on the level of the phenomena themselves.

Lemma 1 ([3]) Forevery v € My there exists some monotone Turing machine 7'
such that

v < A @hxai)) — Y oWl and K@)ET)
i=1 pT(p)=h1.n*
where T'(p) = U((T)p).
Lemma2 Forv c My,
‘M (/\ th(ai)> §27K(V)V (/\ th(ai)>
i=1 i=1
Proof

3] (/"\ th(ai)> = > 2k
i p:U(

p):hlzn*
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¢:T(q)=h1:n*
X 9-K(v),, (/n\ th(ai)> [Lemma 1]
i=1
]
Define
(M) =1
t t—1 M </t\ th(ai)>
¢ (/\ th(ai)> = Cy </\ th(ai)) —
i=1 =1 2. tm <}/\ Qn,(ai) A Qk(at)>
1<k<r i=1
. i—1
LX) PR ),
- e (T) g i—1
1<%< 37 '/:\1 Qn; (a;) N Qr(as)

Obviously, for any state description ©, ©’,

(i), ¢y (Olar,. -, an)) > 0
(ii). ¢, (T) =1
(ili). ¢, (©(a1,...,an)) = > ¢y (©(ar, ... ant1))
O'(ai,...,an+1)EO(a1,...,an)

For any quantifier-free sentence v(a), let

OB)=v(a)
where b is sufficiently large that all of the @ are amongst b, and ~ \/  ©(b) is the
o (b)=(a)
full disjunctive normal form of 1)(&).
v@= \/ e (DNF)

It is easy to see, c’M satisfies P, P>, and according to Theorem (1), c’M has an
unique extension over all of the sentences .’ of .Z. Then ¢, induces a confirmation
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function by the conditional probability

¢y (Ve AN)
i (VE)

In fact, any w satisfying (i),(ii),(iii) can extend to a probability function on .Z.

Following the binary digital version of completeness theorem ([3, 9]), we can
prove the following monadic first order version of completeness theorem (2,3). There
will be a finite bound on the number of prediction errors we have to pay out over an
infinite sequence prediction. In other words, given enough computing resources, an
agent will learn to predict very well as long as the universe is computable (2) or it is
generated by some computable measure (3).

A (WrlvE) =

Theorem 2  Ifthe universe is deterministic, ¢, can predict the future very well with
few errors.

Z 1- cM (th at /\Qh al ) < Km(hloo)ln2
t=1
Proof
t=1
(@) &
< - Zln ¢ | Qn,(ar)
1anM (th (at) /\Qh (ai) )
T / 4
= nll}ngo In ¢}, (/\1 th(az))
< — i las
< — lim Incy ( /\1 th(az))
< Km(hi.oo)In2
(a)
where < follows from 1 — z + Inz < 0 for z € [0, 1]. O

Theorem 3 (Completeness Theorem) For histories generated by a computable
stochastic process u, the following bound holds.

i > }u(i:/l\lth(ai))

I=1 hyye{l,..r}
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>2

A th<ai>> _p ( A Qua)
i=1 i=l+1

./zl\l Qn, (ai))

(=
hip10€{1,..,r Tt
EQ(t—Z)K(M)an

< 00

Proof

DS X (/\ thai))-

I=1 by efl,..., i=1
2
t ! " }
< DR ( A @nla) | A Qnl >) oy ( A Qula) | A\ thai)) )
hip1:4€{1,...,r}t1 i=l+1 i=1 i=l+1 i=1
(a) !
<2y Y th(a»)
=1 hy ef{l,..,r} i=1
t l
t 1 M( /\ th(al) /\ th(az)>
i=l+1 i=1
> L ( N Qni(ai) | A\ Qn (ai)) In t l
el A . CIM( A Qnilai) | \ Qm(m))
i=l+1 i=1
e t i—1 H (th+1(am+1) A th(ai)>
= 22 Z % (/\ th(az’)> In =1
=1 haedl oyt =1 m=l c/]\/[ <th+1 (am+1) 4\1 th (az)>
oo t—1 m+1 B
=3y 2w Ae)
=1 m=l hy.pm41€{1,...,r}t1 i=1
t m+1 /‘(thH(GmH) _Z{lQh,(ai))
( > N(, N Qn(a;) /\ th(ai))> In Z*m
el e - h (Qth(amH) A tha,;))
=1
H (th+1(am+1) Zl\l th(ai))

<a-0% % u("A Quta))m

m=1 h1:7n+1€{1 3333 T}nH—l i

CM <th+1 (am+1)

=2(t = 1) lim_ Zn: 2. ( 2 L (/"\1 thmi)» |

m=1 hl:m+1€{1 ..... T}m+1 hm+2:n€{1 """ T.}n—m !

:/:\1 Qn,; (az’)>
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(@ amin) | A @)
In =
c/]\/[ <th+1 (am—l-l) 4\1 th (az)>
n n 2 <th+1 (@m+1) )
t—l nli)l’rgo Z Z % </\ th(az)>
m=1hy.,e{l,..,r}" =1 CM <th+1 (am+1) /\ Qh (CLJ)
n n H <th+1 (am—i-l Qh a; )
=2(t 1) lim m </\ Qn,(a In
hl ne{l’ 77'}" i=1 m=1 c]\4 (th+1 (am+1> /\ Qh (a’l>)
n n th+1 (am—i-l )
=2(t 1) lim m </\ Qn,(ai) | n ]
. ne{l, i /\ @n, (az))

th az

=
N
>3

S,

ﬁ\

N
< i

>3\~

)

F

=
N

<.
I
—

\_/

= 2(t — 1) lim "
hl ne{l’ 77'}n

S,

=
N
>3
)
E‘
S
~

In
n—oo

hi. ne{l’ T

1
i=1 ) m=1 ¢\, (th+1(am+1)

2(t - 1) lim u<ﬂ@m

I>=|L
)
5
=
N

<
<

£9(t — 1)K (p) In2
< 00

(a)
where < follows from Entropy Inequality (Theorem 3.19-vi, in [3]), and the last
inequality < follows from Lemma (2). ]

Compare Carnap’s A-continuum ¢ with ¢,,. With zero-knowledge (n = 0),
Carnap would use
0+ )\’Yj

cx (Qj(a1)) = o

to estimate the future, while Solomonoff would prefer

car (Qny (a1))
> (Qj(ar))

1<j<r

¢y (Qn, (a1)) =
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with sufficient experiences (n large enough), Carnap would use

nj + Ay n;
<Q]an+1 /\Qh az>—]]%n

n+ A
—the frequency of the phenomena, while Solomonoff would still use

(Qg an+1 /\ Qh a; )

—the normalization of the frequency of the consistent universes/causes. The fre-
quency of the phenomena does not always converge to the true probability. It depends
on the environment. Ifthe true environment is independent and identically distributed,
¢, can also converge to the limit of frequency according to the completeness theorem
(3). In other words, Carnap would like to know how while Solomonoff would like to
know why.

What’s more? Carnap’s A-continuum c), fails to confirm “all ravens are black”
while ¢, is qualified as a solution.

3 How to Confirm “All Ravens are Black”?

In our monadic first order language, “All ravens are black” can be expressed by
Va(R(z) — B(x)).
Since

w(Vrp(z)) =1 - wE@r-y(z))

=1- lim w (\/ —np(ai)>

i=1

= nh%rrolo (1 —w (\/ ﬂ/}(@ﬁ))
= Jim v </\¢ g )

Hence, to solve the Raven Paradox, we only have to make sure that

lim w (/\(R(ai) — B(ai))> >0

n— o0
i=1
Now we prove the above inequality holds for ¢/y,.

Lemma3 Ifthere exists a computable universe that contains only black ravens, then
¢y (Va(R(z) — B(zx)) > 0is true.
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Proof

1=

n 2n n
A @@V (A R B@))
i=1 j=1 j

i=1 Z N (z/_\i th (aj) A Qk(az)>

1<k<r
> 9—Ipl
- i p:U(p):hl:n*
e o 2 S 2l
A @n;(ai)= V (_/\ (ﬁR(ai)/B(ai))) pedom(U)
=1 j=1\i=1 ;
> 9—Ipl
O
i=1 2. > 2-Ipl

1<k<r p:U(p)=h<kx*

where 11 /109 means that we mutual exclusively choose either 11 or 9.
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Since
S 9—Ipl
PZU(P):hQ‘* >1

> 3 2—Ipl =

1<k<r p:U(p)=h<kx*

Vi

hence, if there exists some computable universe h1.o, such that

Vn (/\ Qn,(a;) /\(ﬁR(ai)/B(ai))>
i=1 i=1

then ¢, (Vz(R(z) — B(x)) > 0 is true. O

In other words, if all of the ravens in a computable universe are black, ¢/, can
confirm that “all ravens are black”.

nlggo vy (Vx(R(:E) — B(x)) (~R(a;) v B(“Z’)))
— lim ¢y (Va(R(x) — B(z))

n ooéw (/\(R(al)—> (

yy (Va(R(z) > B(x)

Jim <)y (A (R(a;) = B(

_ ¢y (Va(R(z) > B(z)
¢ (V2(R(z) —» B
=1

.
1>-

[Lemma 3]

So far we know ¢/, can confirm “all ravens are black”. On the other hand, as for
Carnap’s A-continuum, let’s see why ¢ (Vz(R(z) — B(z)) > 0 fails.

ey (Vo (R(z) — B(x))

= nll)n;lo Z ) (/\ th(az)>
=1

= lim Z Hc a
lim A | Qniyy (aig1)

J

At

thip, + )‘Vhi-;-l
T4+ A

[l
=
g3

=7
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n—11+ A1— min )

. 1<t<
< lim = ="
n—o0 7+ py

i=0
=0

The last step follows from

Hanzo <“— Z(l—an):oo for Vn: 0<a, <1

n>1 n>1

The reason that ¢, fails to confirm universal generalization is that the speed of con-
vergence is too slow.

co A+ min ¥

Z 1<t<r — %
, T4 A

=0

It seems that it is easy to rectify. If we use

146
. nj+ + A Lo,
e ni o 4 Ay
5 n + A J J
e\ | Qj(ans1) Qn,(a;) | == =
( z:/\l ng 0+ A > o4

2

1<k<
1$her nltd + A SRST

rather than c,, then the convergence is guaranteed. However, although ¢/, agrees with
the principle (Ex), yet it violates the postulate (SP). If the J is small enough, it can
even agree with the frequency interpretation.

Actually, there are several approaches to confirm universal generalizations, for
example, [2] and [10]. Hintikka’s methods is very complicated. It depends on how
many (Q-predicates are non-empty. Zabell’s methods is much simpler. He modifies
the sufficientness postulate (SP) a little bit, which makes it seem a little bit ad hoc.
Neither of their methods agree with the sufficientness postulate (SP). It seems that
the difficulty focuses on the sufficientness postulate, however, sufficientness pos-
tulate is not the crux of the problem. Carnap’s methods, as well as other similar
methods, misses something very important for the “causality”. The temporal order
should not be neglected by any inductive logic. ¢, tries to characterize causality with
computable functions, as a byproduct, the proposition “all ravens are black™ gets con-
firmed.

4 The Prediction of some specific pattern with Random Sampling

The Prediction of some specific pattern According to theorem (3), given complete
records of past history, we can predict the next states of our universe. However, we
can’t keep all of the past information in memory in practice. Usually we only focus
on some specific pattern of the universe. For example, when we talk about whether
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ravens are black we do not care about whether it will rain tomorrow or whether dog
barks. Can we predict whether some pattern will last in the next state without record-
ing the complete information of the past history? Theorem (4) assures us that we can
concentrate only on some specific pattern and predict well.

For any formula ¢(x), we write ¢(@) = A ¢(a;/x) without confusion, and

=1

t
Qfp "= QG141 - .. Ap—1ap,and acy, = ay .. .a,—1. Hence, ¢(ar.;) means A ¢(a;/x).
i=1

Lemma 4 For probability measure p and g, we have

> (p(x) — q())* < 2D(pllq)

where D(pllq) := Zm:p( )1 @)

1
Proof Let f(p) := —plnp, then we have f'(p) = —Inp — 1 and f"(p) = ——.

According to Taylor’s theorem, there exists some r between p and ¢ such that

/ _ " (p — )2
1) < 1@+ LO®=0 | S0 )

insert f, f/, f” to the above formula, we have,
2 p
(p—q)” <2r (plnq +4q —p>
therefore,

S () — a(@)? <23 r(x) <p<w> n 28 | o) - p(sc))

2 q(x)

<2y (s 2+ 4(0) 50

q(z)
=2D(pllq)

Lemma 5 For v € My, and for any sentence ¢,

hr(0) 227K ()

Proof



64 Studies in Logic, Vol. 7, No. 4 (2014)

> Z (O
OF¢
< 2K, (0) [Lemma?2)]
OF¢
= Q_K(M)M(¢)
O
Theorem 4 (Convergence Theorem) For v € My, and for any formula ¢,
2
S5 w3 (80 (0lan) | 6tac)) = (90 | o)) ) < o0
t=1 ¢(a<z) #(asr)
Proof
2
S % w3 (ch0 (60 | taz)) = (otara) | o000 )
t=1 ¢(a<z) #(asr)
(a) = 24 <¢(atik) ¢(a<t)>
<2 Y pldlac) > op <<Z5 ask) a<t)>1
t=1 g(a<r) S(azr) y <¢(at:k> ¢(a<t)>

. L (6tan) \ blazn))
g Z $larx)) Y In . <¢(a1:m) ‘ ¢(a<m)>

p{ dlarm) | dlacm)
) aM((¢<am> ¢<a<m>))
i (otann) | olac)
e (0lan) | olacu)
i (otarm) | otacn))
e (0t | olacn))
. i (ot | olac)

“ab—0) tim 30 Y w(dara)n
m=1 ¢(a1.n) CiM <¢(a1:m) ‘ ¢(a<m)>

2y % M<¢<a<m>>< )3 )u<¢<amzk>

t=1m=t ¢(acm) D(Am:k

=03 3 n(élacm)in
)

m=1¢(a<m

—

=2(k—1) lim » ( > u(¢(a1;n))) In
¢
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i S e S i (ot | olac)

. m=1 ¢, <¢>(a1;m) ‘ ¢(a<m)>
n <¢(a1:m) ‘ ¢(a<m))
=2(k—1t) lim > p(dlarn)in I
#(a1:n) m=1 CM <¢(a1:m) ‘ ¢(a<m)>
(k) lim w i L (0la1n))
=2(k-1) ngooqﬁ(%)u(cb( ) I G )
L9k — t)K (1) In2
< 0

a)
where < follows from Lemma (4), and the last inequality % follows from Lemma
(5). O

It follows from the above theorem that

eh (olana) | oace) ) 2 o (olara) ‘ bz

As long as the pattern we are focusing on will last in the true environment i, ¢,
can help us build our belief as we gain more experience.

Prediction with Random Sampling In practice, even for some specific pattern ¢,
we can’t check all of the relevant information in past history. When we want to predict
whether it will hold in the next states, we just do some random sampling to study it.
o0
Assume that the real world A @Qp,(a;) is computable and deterministic. We

1=1
want to predict whether ¢(x) = R(xz) — B(x) will hold in the next state. Then we

do random sampling in the following strong sense. We select all of the positions to
check whether ¢ holds with a sampling function ¢ : N — N such that Vi(t; < t;11)
and w1, is martin-16f random ([5]), where w; = [3k(tx = 7)]. If all of the samples
we select make ¢ true, then, should we believe that ¢ will be true in the next state—
even if ¢ may be false in many states that we have not checked? Yes! Although we
can’t give some concrete bounds as in theorem (4), our belief will converge in the
limits.

Theorem 5 If the sampling function ¢ follows the above convention, then

A qﬁ(ati)> ANy |

i=1

Y (ngb(x)
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Proof We prove by two cases.

Case 1. If there are only finite positions that make ¢ false in total, namely,

[{i: Qni(ai) = —olai)}]| < oo

then all these cases can be coded with finite Kolmogorov complexity. According to
the Weak instantaneous bounds in [4], it is easy to prove that

n—1
o (W“tn) A ¢<ati>> L 9Kl 1= g
=1

then it follows that

v <¢(@tn)

n—1
A\ qﬁ(ati)) AimE Ny |
i=1
Case 2. If ¢ is false infinitely often, |{i : Qp,(a;) = —¢(a;)}| = oo, we can define
some random test as follovgg.

Since the real world /\ @, (a;) is computable by assumption, we can generate

1=
all of the positions that ¢ is false, and define the following subsequence (.o, of w100

Cn = wy, where m = pz ({i <z : Qp,(a;) E ~d(a;i)} =n).

So we have the subsequence (1.0, = 0% of wy..0, Which contradicts with the assump-
tion of the Martin-16f randomness of w1.4. O

5 Conclusion and Future Work

In this paper I have introduced Solomonoff prior into inductive logic, and ana-
lyzed the advantages of Solomonoff prior over Carnap’s A-continuum. Causality is
neglected by Carnap and is characterized by Solomonoftf with computable functions.
As a byproduct, the proposition “all ravens are black” can be confirmed in a natural
way. In the new “inductive logic”, if we can do random sampling in a right way, we
can prove the convergence theorem for some specific pattern, and make good predic-
tions without record of the complete information of the history.

However, there are lots of further work that can improve the results of this paper.

* In this paper we do random sampling in a very strong sense. In the future work
we should prove the convergence with some weak random sampling.

* The expressive power of the monadic first order logic is very limited, we will
study how to define ¢;, when relation symbols are added into the language.
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